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3 IR MALE

3.1 WiLIE:

FELERBLZ AT, WH/CiifR Kubernetes ATfE FALAIIAE CAER B A ASI R,
* Kubernetes 1.17/1.18/1.19/1.20/1.21/1.22/1.23/1.24/1.25/1.26/1.27/1.28/1.29/1.30

3.2 Mk

Kubernetes #&KE Z fii, 1ERAEHN ) Kubernetes £EPRASE G IER, XHEEMRT Linux ¢

£ _F#E Kubernetes RS,

1. systemctl status kubelet, #&F kubelet iR%5 /2% NIEH active(running).

[root@k8s-master-106 ~]# systemctl status kubelet
e kubelet.service - kubelet: The Kubernetes Node Agent
Loaded: loaded (/usxr/lib/systemd/system/kubelet.service; enabled; vendor preset:[
—disabled)
Drop-In: /usr/lib/systemd/system/kubelet.service.d
L-10-kubeadm. conf
Active: active (running) since Thu 2022-10-20 16:47:15 CST; 53min ago
Docs: https://kubernetes.io/docs/
Main PID: 1169 (kubelet)
Tasks: 29
Memory: 161.6M
CGroup: /system.slice/kubelet.service
L1169 /usr/bin/kubelet --bootstrap-kubeconfig=/etc/kubernetes/bootstrap-
—kubelet.conf --kubeconfig=/etc/kubernetes/kubelet.conf --config=/var/lib/kubelet/
—config.yaml --network-plugin...

J

2. kubectl get nodes -owide, #F Kubernetes SEHFBIRA, TEMLRFTA T A0 Version MK T v1.17.0,

A CSIIREN, FHEFEFTE Node 127N Ready,

[root@k8s-master-106 ~]# kubectl get nodes -owide

NAME STATUS ROLES AGE VERSION INTERNAL-IP EXTERNAL-IP 0S-
— IMAGE KERNEL-VERSION CONTAINER-RUNTIME
k8s-master-106  Ready master 30d v1.19.5 172.16.12.106 <none> 0
—Cent0S Linux 7 (Core) 5.4.219-1.el7.elrepo.x86_64 docker://19.3.11
k8s-node-107 Ready <none> 30d v1.19.5 172.16.12.107 <none> 0
—Cent0S Linux 7 (Core) 5.4.219-1.el7.elrepo.x86_64 docker://19.3.11
k8s-node-108 Ready <none> 30d v1.19.5 172.16.12.108 <none> 0
—Cent0S Linux 7 (Core) 5.4.219-1.el7.elrepo.x86_64 docker://19.3.11

3. kubectl get pod -A, #% Kubernetes £££fi4 Pod 27 Running,

[root@k8s-master-106 ~]# kubectl get pod -A

NAMESPACE NAME READY STATUS O
—RESTARTS  AGE
backup backup-agent-0 1/1 Running 3

(&
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(% E5)
o 7h15m
kube-system calico-kube-controllers-6c89d944d5-sgspg 1/1 Running 9 0
- 30d
kube-system calico-node-442p9 1/1 Running 9 0
< 30d
kube-system calico-node-hqlx4 1/1 Running 7 O
- 30d
kube-system calico-node-srnvz 1/1 Running 7 0
- 30d
kube-system coredns-59c898cd69-bcf7r 1/1 Running 9 0
o 30d
kube-system coredns-59c898cd69-t97vc 1/1 Running 10 0
< 30d
kube-system etcd-k8s-master-106 1/1 Running 9 0
- 30d
kube-system kube-apiserver-k8s-master-106 1/1 Running 13 0
- 30d
kube-system kube-controller-manager-k8s-master-106 1/1 Running 76 0
- 30d

J

4. kubectl get storageclasses(kubectl get sc), &5 & & 7 1F CSI IXa/ 4 W[ StorageClass, A StorageClass
*F MW RECLAIMPOLICY 2744 Delete; # RECLAIMPOLICY 24 Delete, N|fEXZ & IREFITHM ER
TCIEMMER 28 f3 I B 1 2 H R 1 o

[root@k8s-master ]# kubectl get storageclasses.storage.k8s.io

NAME PROVISIONER RECLAIMPOLICY O
—VOLUMEBINDINGMODE ALLOWVOLUMEEXPANSION  AGE

csi-rbd (default) rbd.csi.ceph.com Delete Immediate 0
= true 253d

csi-rbd-sc rbd.csi.ceph.com Delete Immediate 0
o true 148d

local-path rancher.io/local-path Delete 0
—WaitForFirstConsumer false 93d

local-path-rancher rancher.io/local-path Delete 0
—WaitForFirstConsumer false 93d

local-storage kubernetes.io/no-provisioner Delete 0
—WaitForFirstConsumer false 273d

nfs-csi-sc nfs.csi.k8s.1io Retain Immediate O
= true 98d

5. ceph -s, &F& Ceph ERFRSEEIER, &AL Ceph LA B H, Ceph hitA: Ceph Version
14.2.22 (Ceph [RAFEKRT v14.0), HHEFNERASET 5.1,

[root@k8s-master-106 ~]# ceph -s

cluster:
id: 948d9908-dd20-4866-beea-e798e82f0252
health: HEALTH_OK

services:
mon: 1 daemons, quorum k8s-master-106 (age 24h)
mgr: k8s-master-106(active, since 24h)
osd: 3 osds: 3 up (since 24h), 3 in (since 5d)

(e
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(% E5)
data:
pools: 1 pools, 128 pgs
objects: 825 objects, 2.3 GiB
usage: 9.8 GiB used, 590 GiB / 600 GiB avail
pgs: 128 active+clean

io:
client: 62 KiB/s wr, @ op/s rd, 4 op/s wr

ik

1. T RIMERE S A BEHEIT Kubernetes 177,

2. Kubernetes v1.20 7148, ZRIAMER T metadata.selfLink 7 &, SR &6 20 M AT 2R 4% i T 3X > 5
E%, a0 nfs-client-provisioner, 1SRABIRELRS:(H FHIX LW H, EHFEENESHZTFE, BB
¢ /etc/kubernetes/manifests/kube-apiserver.yaml X, FHEHFHSE PN —1T -
--feature-gates=RemoveSelflLink=false ¥ #1417 kubectl apply -f kube-apiserver.
yaml

3. #E E| LAN-free t, FREHITATAE, E—4: FrA1E 41 load N#% modprobe iscsi_tcp,
Ali@E)E 1smod | grep iscsi_tcp mEFEZ G TN, B 4 AN Pod B 44T
/usr/sbin/iscsid

4. SHHHTHER Ceph HAEE EIE23 (A,

. CSI 2% §EH%: ceph-csi.git
6. REEZEHEH;: external-snapshotter.git

(93]

3.3 ZHM R

B SR NN, S2Ff Linux 9 ERA Nan 177 N 722, R iERre Sl Ea BT
225 )40 Kubernetes Dashboard &7t Nifid Web #7225, PUR 25 DAX 2 FEHLHF TR,
3.3.1 Linux $#ER%E

Kubernetes j@id 51400 77 N FEZE RT3, DUNRIEERTE master 17 st T,

1. GIARRELE master 17 SHRME, MIFEZEM master 7 A#% UL admin.conf 4% node ¥ /& | :

scp /etc/kubernetes/admin.conf root@<¥ /= IP>:/etc/kubernetes/
echo "export KUBECONFIG=/etc/kubernetes/admin.conf" >> ~/.bash_profile
source ~/.bash_profile

2. MEEIR (B TREHRZETE, WalANEEHEET A, FPmaTEiEaE T A.)
BBATE:

-

docker load -i agent-k8s-version.tar #docker
ctr -n=k8s.io image import agent-k8s-version.tar #containexrd

3. AREGRZ

sudo docker images| grep k8s #docker
ctr -n=k8s.io images 1s | grep k8s #containerd

4. Bl a4 A

3.3. 2Rl 5
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Kubernetes &0 P%5 H P Ham

[kubectl create ns backup

5. agentyaml ZFELCEI N (FBE I EREMPRAR)

-

apiVersion: rbac.authorization.k8s.io/vl
kind: ClusterRoleBinding
metadata:
name: backup
roleRef:

apiGroup: rbac.authorization.k8s.io

kind: ClusterRole

name: cluster-admin

subjects:

- kind: ServiceAccount
name: default
namespace: backup

apiVersion: vl
kind: ConfigMap
metadata:

name: sc-config

namespace: backup

data:

# FEXEE IJsonX ¥

config.json: |
{

"csi": [
"csi-rbd-sc",
"ceph-rbd-sc",
"ceph-rbd-test"

1.

"nfs": [
"nfs-client",
"nfs-csi",
"nfs-csi-sc",
"nfs-provisioner"

1,

"local": [
"local-storage",
"local-path",
"local-path-rancher"

apiVersion: vl
kind: ConfigMap
metadata:
name: sc-ability-config
namespace: backup
data:
config.json: '{"csi":[],"local":[],"nfs":[1}'
apiVersion: vl
kind: Pod

(AN
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metadata:
name: backup
namespace: backup
spec:
containers:
- env:

name:
value:
- name:

value:
- name:

BACKUPD_HOST
"172.16.30.131"
BACKUPD_PORT
"50305"
BACKUPD_SSL
value: "false"
- name: POD_IMAGE
value: "registry.aliyuncs.com/k8sxio/pause:3.2"
—images | grep pause
- name: POD_NAME
value: "backup-pod"
- name: DEPLOY_METHOD
value: "pod"
- name: HOSTID

" R IREN

# 8 Thostid,

"da756827f2fd407cb62c2b0bfaa88866"
KUBELET_PATH
"/var/lib/kubelet/pods"
AUX_KEY
"app"
AUX_VALUE
"dbackup3-k8s-aux"
AUX_PORT
value: "50309"
- name: HOSTNAME
valueFrom:
fieldRef:
fieldPath: metadata.name
- name: CURRENT_NAMESPACE
valueFrom:
fieldRef:
fieldPath: metadata.namespace

value:
- name:
value:
- name:
value:
- name:
value:
- name:

S#EBBH
imagePullPolicy: IfNotPresent
name: agent
resources:
# limits:
# cpu: "1"
# memory:
# requests:
# cpu: "0.5"
# memory: "512Mi"
securityContext:
privileged: true
volumeMounts:
- mountPath: "/var/log/dbackup3"
name: log-volume

n 1Gin

EBEENRIT

(E L)

# EREN, ENRS[|HMU

# RI\ELFRIBERE R, dockerl

uuidgen -r | sed "s/-//g

image: registry.docker.scutech.com/backup/master/dbackup3-agent-k8s:version

&)

3.3. i A
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(% E5)
- mountPath: "/var/opt/scutech/dbackup3/agent"
name: opt-volume
- mountPath: "/var/lib/kubelet/pods"
mountPropagation: HostToContainer
name: pods-path
- mountPath: "/opt/storage_class"
name: storage-class
hostIPC: true
hostNetwork: true
hostPID: true
volumes:
- hostPath:
path: "/var/lib/kubelet/pods"
name: pods-path
- hostPath:
path: "/opt/data/opt_volume"
name: opt-volume
- hostPath:
path: "/opt/data/log_volume"
name: log-volume
- name: storage-class
projected:
sources:
- configMap:
name: sc-config
items:
- key: config.json
path: config.json
- configMap:
name: sc-ability-config
items:
- key: config.json
path: sc-ability-config.json
apiVersion: apps/vl
kind: Deployment
metadata:
name: backup-k8s-aux
namespace: backup
spec:
selector:
matchLabels:
app: backup-k8s-aux
replicas: 1 # HBIAREK
template:
metadata:
labels:
app: backup-k8s-aux
spec:
affinity:
podAntiAffinity:
requiredDuringSchedulingIgnoredDuringExecution:
- labelSelector:
matchLabels:

&)
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(% E5)
app: backup-k8s-aux
topologyKey: "kubernetes.io/hostname"
containers:
- name: k8s-aux

image: registry.docker.scutech.com/dbackup3/master/dbackup3-k8s-aux:version
imagePullPolicy: IfNotPresent
resources:

# limits:

# memory: "128Mi"

# cpu: "500m"

securityContext:
privileged: true
env:

- name: KUBELET_PATH
value: "/var/lib/kubelet/pods"

- name: ENABLE_K8S_AUX
value: "true"

- name: HOSTNAME
valueFrom:

fieldRef:
fieldPath: metadata.name
volumeMounts:

- mountPath: "/var/lib/kubelet/pods"
mountPropagation: HostToContainer
name: pods-path

- mountPath: "/var/log/dbackup3"
name: log-volume

volumes:
- hostPath:

path: "/var/lib/kubelet/pods"

name: pods-path
- hostPath:

path: "/opt/data/log_volume"

name: log-volume

L

[kubectl apply -f agent-aux.yaml

3.3.2 Kubernetes Dashboard &8 & 223k

A Kubernetes Dashboard MBI THEIE % i, HAERFGIEEN V2 BT}
1. Qe A=A
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kubernetes £BHETE v Q BR + a O
THehE W BAHOE R MRS
Cron Jobs
B ILER “app” FFEEFMEISHER Deployment 71 Service i, THES
Daemon Sets BREH
Deployments v
Hobs HEQHE®RE) URL, 34ERZHET Docker Hub. Google Container Registry £& = FAVIAERG URL, TREZ 2
ods FRRGR
Replica Sets
pod B * & e B I IR ENRE, THREZ D
Replication Controllers . Deployment SRS 84812 pod LUERFF BN E., THES
Stateful Sets
s Servios* T, SILENAHEING Service, BEABORHIERNEFH0, TRES 2
None -
Ingresses N
lncxesa Giaesog S FRABARHEEAL0L. TRES ¢
Seoilcesl@ kubemetes-dashboard
WEAEHE
nfs-test
Config Maps N
" md

Persistent Volume Claims

Secrets tigera-operator
Storage Classes
B— I HRHEDE.
E2-3

Cluster Role Bindings
Cluster Roles
L

HEEIE

2. &l YAML NA B THEE

kubernetes SEGETE - a  BR + A O
TfeR& BAEIR Ml NERSHR
Cron Jobs
HIA YAML 3 JSON %, HEBAXHPIEENRE SEtENAR THRES ©
Daemon Sets
Deployments 1 apiVersion: apps/vl
2 kind: statefulset
Jobs. 3. metadata:
4 name: dbackup-agent
Pods 5  namespace: dbackup3
6+ spec:
i 7~ selector:
Replica Sets 8-  matchLabels:
. 9 app: dbackup-agent
Repiezipeoplia 16 serviceName: dbackup-agent
11 replicas: 3
Stateful Sets 12 template.
13- metadata:
[E] 14~ labels:
15 app: dbackup-agent
16~ spec:
Ingresses @ 17+ affinity:
18- podAntiAffinity:
lipess G 19~ requi redburingschedulingIgnoredduringExecution:
) 20- - labelselector:
Spi=E 21~ matchLabels:
22
WEAEE o2
Config Maps iz Cancel

Persistent Volume Claims 1

Secrets N
Storage Classes
£
Cluster Role Bindings
Cluster Roles
EL
mEEE

3.4 kA P 23R

1. BEERMEHEJEE SN running, kubectl get pod -n backup (backup &=, AIHRIELRENES)

[root@k8s-master-106 ~]# kubectl get pod -n backup
NAME READY  STATUS RESTARTS  AGE
backup-agent-0  1/1 Running 3 7h46m

2. Kubernetes Dashboard %8

10 3. RPN E
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kubernetes dbackup3 - Q #=Z + & ©

= Workloads

TiRA% N
Cron Jobs Pods .
Daemon Sets
< = o ; CPU (% 4
3 R s i=] F il
Deployments =B a8 i i # & Geones) AR bytes)  el2Ela 1
liohe app: dbackup-agent
Pods registydockerscutechcamdba  apps kubemetes io/poctnde: 2
kup/feature/task-100012/dbac . .
@  dbackup-agent-2 CRUp/ep I/ t0) i master Running 0 - - 17secondsago ¢
Replica Sets ';”"g agent-kBs:8.0.62102-amd6 o nyrgiier-revision-hash: dbacku
p-agent-75767469d
Replication Controllers [—
Stateful Sets app: dbackup-agent
55 registrydockerscutschcomydba  apps kubemetesio/pocindex:
Kup/feature/task-100012/dbac !
@  dbackup-agent-1 Cktin/featiie, s o node2 Running 0 = E 19secondsage ¢
Figieasss @ f“"gage"‘ 8s:8.0.62102-amd6  ;onirgller-revision-hash: dbacku
p-agent-75767469d
Ingress Classes [
Services N app: dbackup-agent
—— regist h.com/dba  apps.kubemetes.io/pod-index: 0
Kup/feature/task-100012/dbac
@®  dbackup-agent-0 g LA o odel Running 0 = 2 21.seconds ago
ConfigMaps @ Kup3-agent6s:8.0.62102amd6  controller-evisionhash: dbacku
p-agent-7576r469d
Persistent Volume Claims 1 25FE
Secrets W
Storage Classes Stateful Sets = B
2 & e wE Pods i A
Cluster Role Bindings
registry.docker.scutech. com/dbackup/feature/task-10
@  dbackup-agent 0013/ dbackups.agent kBs-8.0.62102-amabA g 3/3 Zlseconds ng0

Cluster Roles

3.4. KERAZERN 1
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5.4 G35
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* Access key IAIE
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Access Key, i [(EF], FECYRTESRHFH Access Keys

5.5 e

1. fERRE, s (), EERESMNI N, FEFERETH Kubernetes X6, midi [F—%1,
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(1) kI,
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